Appendix |1l to OMB Circular No. A-130 - Security of Federal Automated
I nformati on Resources

A. Requirenents.
1. Purpose

Thi s Appendi x establishes a mninmum set of controls to be included in Federa
automated informati on security programs; assigns Federal agency
responsibilities for the security of automated information; and |inks agency
automated information security prograns and agency nmanagenment control systens
established in accordance with OVB Circular No. A-123. The Appendi x revises
procedures formerly contained in Appendix Il to OMB Circular No. A-130 (50 FR
52730; Decenber 24, 1985), and incorporates requirenments of the Conputer
Security Act of 1987 (P.L. 100-235) and responsibilities assigned in
applicable national security directives.

2. Definitions
The term

a. "adequate security" means security commensurate with the risk and
magni tude of the harmresulting fromthe |oss, msuse, or unauthorized
access to or nodification of information. This includes assuring that
systens and applications used by the agency operate effectively and
provi de appropriate confidentiality, integrity, and availability,
through the use of cost-effective nmanagenent, personnel, operational
and technical controls.

b. "application"” nmeans the use of information resources (information and
information technology) to satisfy a specific set of user requirenents.

c. "general support systent or "system' means an interconnected set of

i nformati on resources under the sane direct nanagenent control which
shares common functionality. A systemnornally includes hardware,
software, information, data, applications, conmunications, and people.
A system can be, for exanple, a local area network (LAN) including smart
term nal s that supports a branch office, an agency-w de backbone, a
conmuni cati ons network, a departnental data processing center including
its operating systemand utilities, a tactical radio network, or a
shared i nformati on processing service organi zation (1PSO).

d. "mmjor application" nmeans an application that requires specia
attention to security due to the risk and nmagnitude of the harm
resulting fromthe | oss, msuse, or unauthorized access to or

nodi fication of the information in the application. Note: All Federa
applications require some |evel of protection. Certain applications,
because of the information in them however, require special nanagenent
oversi ght and should be treated as major. Adequate security for other
applications should be provided by security of the systens in which they
oper at e.

3. Autonmated Information Security Progranms. Agencies shall inplenment and

mai ntain a programto assure that adequate security is provided for all agency
i nformati on col |l ected, processed, transmitted, stored, or dissenm nated in
general support systenms and nmjor applications.

Each agency's program shall inplement policies, standards and procedures which
are consistent with governnent-w de policies, standards, and procedures issued
by the Ofice of Managenent and Budget, the Departnment of Commerce, the



General Services Adnministration and the O fice of Personnel Managenent (OPM .
Di fferent or nore stringent requirements for securing national security

i nformati on should be incorporated into agency prograns as required by
appropriate national security directives. At a mninmum agency progranms shal
include the following controls in their general support systens and mmj or
applications:

a. Controls for general support systens.

1) Assign Responsibility for Security. Assign responsibility for
security in each systemto an individual know edgeable in the

i nformati on technol ogy used in the system and in providing
security for such technol ogy.

2) System Security Plan. Plan for adequate security of each
general support system as part of the organization's information
resources nmanagenent (I RM pl anning process. The security plan
shall be consistent with guidance issued by the National Institute
of Standards and Technol ogy (N ST). |[|ndependent advice and
comment on the security plan shall be solicited prior to the
plan's inmplementation. A summary of the security plans shall be

i ncorporated into the strategic IRM plan required by the Paperwork
Reduction Act (44 U . S.C Chapter 35) and Section 8(b) of this
circular. Security plans shall include:

a) Rules of the System Establish a set of rules of
behavi or concerning use of, security in, and the acceptable
I evel of risk for, the system The rules shall be based on
the needs of the various users of the system The security
required by the rules shall be only as stringent as
necessary to provide adequate security for information in
the system Such rules shall clearly delineate

responsi bilities and expected behavior of all individuals
with access to the system They shall also include
appropriate limts on interconnections to other systens and
shal|l define service provision and restoration priorities.
Finally, they shall be clear about the consequences of
behavi or not consistent with the rules.

b) Training. Ensure that all individuals are appropriately
trained in howto fulfill their security responsibilities
before allowi ng them access to the system Such training
shall assure that enployees are versed in the rules of the
system be consistent with guidance i ssued by N ST and OPM
and apprise them about avail abl e assi stance and technica
security products and techni ques. Behavior consistent with
the rules of the system and periodic refresher training
shal |l be required for continued access to the system

c) Personnel Controls. Screen individuals who are
authorized to bypass significant technical and operationa
security controls of the system comensurate with the risk
and magni tude of harmthey could cause. Such screening
shall occur prior to an individual being authorized to
bypass controls and periodically thereafter

d) Incident Response Capability. Ensure that there is a
capability to provide help to users when a security incident
occurs in the systemand to share i nformati on concerning
common vul nerabilities and threats. This capability shal



share information with other organizations, consistent with
NI ST coordination, and should assist the agency in pursuing
appropriate legal action, consistent wi th Departnent of
Justi ce gui dance.

e) Continuity of Support. Establish and periodically test
the capability to continue providing service within a system
based upon the needs and priorities of the participants of
the system

f) Technical Security. Ensure that cost-effective security
products and techni ques are appropriately used within the
system

g) SystemlInterconnection. Obtain witten managenent
aut horization, based upon the acceptance of risk to the
system prior to connecting with other systems. Were
connection is authorized, controls shall be established
which are consistent with the rules of the systemand in
accordance with guidance from NI ST.

3) Review of Security Controls. Review the security controls in
each system when significant nodifications are nmade to the system
but at |east every three years. The scope and frequency of the
revi ew should be conmensurate with the acceptable |evel of risk
for the system Depending on the potential risk and magnitude of
harm that could occur, consider identifying a deficiency pursuant
to OMB Circular No. A-123, "Managenment Accountability and Control"
and the Federal Managers' Financial Integrity Act (FMFIA), if
there is no assignnent of security responsibility, no security

pl an, or no authorization to process for a system

4) Authorize Processing. Ensure that a managenent officia
authorizes in witing the use of each general support system based
on inplenentation of its security plan before beginning or
significantly changing processing in the system Use of the
system shal |l be re-authorized at |east every three years.

b. Controls for Major Applications.

1) Assign Responsibility for Security. Assign responsibility for
security of each major application to a managenent officia

know edgeable in the nature of the information and process
supported by the application and in the nmanagenment, personnel
operational, and technical controls used to protect it. This

of ficial shall assure that effective security products and

techni ques are appropriately used in the application and shall be
contacted when a security incident occurs concerning the
application.

2) Application Security Plan. Plan for the adequate security of
each nmajor application, taking into account the security of al
systenms in which the application will operate. The plan shall be
consi stent with guidance i ssued by NI ST. Advice and conment on
the plan shall be solicited fromthe official responsible for
security in the primary systemin which the application wll
operate prior to the plan's inplenentation. A sunmary of the
security plans shall be incorporated into the strategic |IRM plan
requi red by the Paperwork Reduction Act. Application security

pl ans shal | incl ude:



a) Application Rules. Establish a set of rules concerning
use of and behavior within the application. The rules shal
be as stringent as necessary to provide adequate security
for the application and the information in it. Such rules
shall clearly delineate responsibilities and expected
behavior of all individuals with access to the application
In addition, the rules shall be clear about the consequences
of behavi or not consistent with the rules.

b) Specialized Training. Before allow ng individuals
access to the application, ensure that all individuals
recei ve specialized training focused on their
responsibilities and the application rules. This may be in
addition to the training required for access to a system
Such training may vary froma notification at the tine of
access (e.g., for nenbers of the public using an information
retrieval application) to formal training (e.g., for an

enpl oyee that works with a high-risk application).

c) Personnel Security. Incorporate controls such as
separation of duties, |east privilege and individua
accountability into the application and application rules as
appropriate. In cases where such controls cannot adequately
protect the application or information in it, screen

i ndi vidual s cormmensurate with the risk and nmagnitude of the
harm they coul d cause. Such screening shall be done prior
to the individuals' being authorized to access the
application and periodically thereafter

d) Contingency Planning. Establish and periodically test
the capability to performthe agency function supported by
the application in the event of failure of its automated
support.

e) Technical Controls. Ensure that appropriate security
controls are specified, designed into, tested, and accepted
in the application in accordance with appropriate gui dance
i ssued by NI ST.

f) Information Sharing. Ensure that information shared from
the application is protected appropriately, conparable to
the protection provided when information is within the
application.

g) Public Access Controls. Were an agency's application
promotes or pernits public access, additional security
controls shall be added to protect the integrity of the
application and the confidence the public has in the
application. Such controls shall include segregating
informati on made directly accessible to the public from
of ficial agency records.

3) Review of Application Controls. Perform an independent review
or audit of the security controls in each application at |east
every three years. Consider identifying a deficiency pursuant to
OVB Circul ar No. A-123, "Management Accountability and Control "
and the Federal Managers' Financial Integrity Act if there is no
assi gnment of responsibility for security, no security plan, or no
authorization to process for the application.



4) Authorize Processing. Ensure that a managenent officia
authorizes in witing use of the application by confirmng that
its security plan as inplenented adequately secures the
application. Results of the nbst recent review or audit of
controls shall be a factor in managenent authorizations. The
application nmust be authorized prior to operating and re-
authorized at | east every three years thereafter. Managenent
authorization inplies accepting the risk of each system used by
the application.

4. Assignnent of Responsibilities
a. Departnment of Commerce. The Secretary of Conmerce shall

1) Devel op and issue appropriate standards and gui dance for the
security of sensitive information in Federal conputer systens.

2) Review and update guidelines for training in conmputer security
awar eness and accepted conputer security practice, with assistance
from OPM

3) Provide agencies guidance for security planning to assist in
their devel opnent of application and system security plans.

4) Provide gui dance and assi stance, as appropriate, to agencies
concerning cost-effective controls when interconnecting with other
syst ens.

5) Coordi nate agency incident response activities to pronote
sharing of incident response infornmation and rel ated
vul nerabilities.

6) Evaluate new infornmation technol ogies to assess their security
vul nerabilities, with technical assistance fromthe Departnent of
Def ense, and apprise Federal agencies of such vulnerabilities as

soon as they are known.

b. Departnent of Defense. The Secretary of Defense shall

1) Provide appropriate technical advice and assistance (including
wor k products) to the Departnent of Commerce.

2) Assist the Departnent of Conmerce in evaluating the
vul nerabilities of emerging informati on technol ogi es.

c. Departnment of Justice. The Attorney Ceneral shall
1) Provide appropriate guidance to agencies on |egal renedies
regardi ng security incidents and ways to report and work with | aw
enf orcenent concerni ng such incidents.

2) Pursue appropriate |egal actions when security incidents occur

d. General Services Adm nistration. The Adm nistrator of Genera
Servi ces shall:

1) Provide guidance to agenci es on addressing security
consi derati ons when acquiring automated data processi ng equi pnent
(as defined in section 111(a)(2) of the Federal Property and



Admi nistrative Services Act of 1949, as anended).

2) Facilitate the devel opnment of contract vehicles for agencies to
use in the acquisition of cost-effective security products and
services (e.g., back-up services).

3) Provide appropriate security services to nmeet the needs of
Federal agencies to the extent that such services are cost-
ef fective.

e. Ofice of Personnel Managenent. The Director of the O fice of
Per sonnel Managenent shal |

1) Assure that its regulations concerning conputer security
training for Federal civilian enployees are effective.

2) Assist the Departnent of Conmerce in updating and nmintaining
guidelines for training in conputer security awareness and
accepted conputer security practice.

f. Security Policy Board. The Security Policy Board shall coordinate
the activities of the Federal government regarding the security of

i nformati on technol ogy that processes classified information in
accordance with applicable national security directives;

5. Correction of Deficiencies and Reports

a. Correction of Deficiencies. Agencies shall correct deficiencies
which are identified through the reviews of security for systems and
maj or applications described above.

b. Reports on Deficiencies. |In accordance with OMB Circular No. A-123,
"Managenent Accountability and Control", if a deficiency in controls is
judged by the agency head to be material when wei ghed agai nst other
agency deficiencies, it shall be included in the annual FMFI A report.
Less significant deficiencies shall be reported and progress on
corrective actions tracked at the appropriate agency |evel.

c. Sunmaries of Security Plans. Agencies shall include a summary of
their system security plans and major application plans in the strategic
pl an required by the Paperwork Reduction Act (44 U S.C. 3506).

B. Descriptive Information.

The foll owi ng descriptive | anguage is explanatory. It is included to assist
i n understanding the requirenents of the Appendi x.

The Appendi x re-orients the Federal conputer security programto better
respond to a rapidly changing technol ogical environnent. |t establishes
government -wi de responsibilities for Federal conputer security and requires
Federal agencies to adopt a mninum set of nmanagenment controls. These
managenment controls are directed at individual information technology users in
order to reflect the distributed nature of today's technol ogy.

For security to be npst effective, the controls nmust be part of day-to-day
operations. This is best acconplished by planning for security not as a
separate activity, but as an integral part of overall planning.

"Adequat e security” is defined as "security commensurate with the risk and
magni tude of harmresulting fromthe |oss, msuse, or unauthorized access to



or nodification of information." This definition explicitly enphasizes the
ri sk-based policy for cost-effective security established by the Conputer
Security Act.

The Appendi x no | onger requires the preparation of formal risk analyses. 1In
t he past, substantial resources have been expended doi ng conpl ex anal yses of
specific risks to systenms, with limted tangi ble benefit in terns of inproved
security for the systens. Rather than continue to try to precisely neasure
risk, security efforts are better served by generally assessing risks and
taking actions to nanage them \While formal risk anal yses need not be
performed, the need to determ ne adequate security will require that a risk-
based approach be used. This risk assessment approach should include a
consi deration of the major factors in risk managenent: the value of the
system or application, threats, vulnerabilities, and the effectiveness of
current or proposed safeguards. Addi tional guidance on effective risk
assessnent is available in "An Introduction to Conputer Security: The N ST
Handbook" (March 16, 1995).

Di scussi on of the Appendi x's Major Provisions. The follow ng discussion is
provided to aid reviewers in understanding the changes in enphasis in the
Appendi X.

Aut omat ed Information Security Progranms. Agencies are required to establish
controls to assure adequate security for all information processed,
transmtted, or stored in Federal automated information systens. This
Appendi x enphasi zes managenent controls affecting individual users of

i nformati on technol ogy. Technical and operational controls support managenent
controls. To be effective, all nust interrelate. For exanple, authentication
of individual users is an inportant managenment control, for which password
protection is a technical control. However, password protection will only be
effective if both a strong technology is enployed, and it is managed to assure
that it is used correctly.

Four controls are set forth: assigning responsibility for security, security
pl anni ng, periodic review of security controls, and managenent authori zation
The Appendi x requires that these nanagenent controls be applied in two areas
of managenent responsibility: one for general support systems and one for
maj or applications.

The terms "general support system and "mmjor application” were used in OVB
Bull etins Nos. 88-16 and 90-08. A general support systemis "an

i nterconnected set of information resources under the sane direct managenent
control which shares common functionality.” Such a system can be, for

exanple, a local area network (LAN) including smart termnals that supports a
branch office, an agency-w de backbone, a conmunications network, a
departnental data processing center including its operating system and
utilities, a tactical radio network, or a shared information processing
service organi zation. Normally, the purpose of a general support systemis to
provi de processing or comruni cati ons support.

A major application is a use of information and infornmation technol ogy to
satisfy a specific set of user requirenents that requires special nmnanagenent
attention to security due to the risk and nmagnitude of harmresulting fromthe
| oss, m suse or unauthorized access to or nodification of the information in
the application. All applications require sone |evel of security, and
adequate security for nost of them should be provided by security of the
general support systems in which they operate. However, certain
applications, because of the nature of the information in them require
speci al managenent oversi ght and should be treated as major. Agencies are
expected to exercise managenent judgenent in determ ning which of their



applications are mjor.

The focus of OMB Bulletins Nos. 88-16 and 90-08 was on identifying and
securing both general support systens and applications which contained
sensitive information. The Appendi x requires the establishnment of security
controls in all general support systenms, under the presunption that al
contain sonme sensitive information, and focuses extra security controls on a
limted nunber of particularly high-risk or najor applications.

a. General Support Systens. The following controls are required in al
general support systens:

1) Assign Responsibility for Security. For each system an individua
shoul d be a focal point for assuring there is adequate security within
the system including ways to prevent, detect, and recover fromsecurity
probl enms. That responsibility should be assigned in witing to an

i ndi vidual trained in the technology used in the systemand in providing
security for such technol ogy, including the managenent of security
controls such as user identification and authentication.

2) Security Plan. The Conputer Security Act requires that security
pl ans be devel oped for all Federal computer systens that contain
sensitive information. G ven the expansion of distributed processing
since passage of the Act, the presunption in the Appendix is that al
general support systens contain sone sensitive information which
requires protection to assure its integrity, availability, or
confidentiality, and therefore all systens require security plans.

Previ ous gui dance on security planning was contained in OVB Bulletin No.
90-08. This Appendi x supersedes OVB Bulletin 90-08 and expands the
coverage of security plans fromBulletin 90-08 to include rul es of

i ndi vi dual behavior as well as technical security. Consistent with OVB
Bull etin 90-08, the Appendi x directs N ST to update and expand security
pl anni ng gui dance and issue it as a Federal Information Processing
Standard (FIPS). In the interim agencies should continue to use the
Appendi x of OVB Bulletin No. 90-08 as guidance for the technical portion
of their security plans.

The Appendi x continues the requirenent that independent advice and
conment on the security plan for each system be sought. The intent of
this requirenent is to inprove the plans, foster conmmunication between
managers of different systens, and pronote the sharing of security
expertise.

Thi s Appendi x al so continues the requirenment fromthe Conputer Security
Act that summaries of security plans be included in agency strategic

i nformati on resources managenent plans. OWMB will provide additiona

gui dance about the contents of those strategic plans, pursuant to the
Paperwor k Reduction Act of 1995.

The followi ng specific security controls should be included in the
security plan for a general support system

a) Rules. An inportant new requirenment for security plans is the
establ i shnment of a set of rules of behavior for individual users
of each general support system These rules should clearly
delineate responsibilities of and expectations for all individuals
with access to the system They should be consistent with system
specific policy as described in "An Introduction to Conputer
Security: The NI ST Handbook" (March 16, 1995). In addition, they



shoul d state the consequences of non-conpliance. The rules should
be in witing and will formthe basis for security awareness and
training.

The devel opnent of rules for a system nust take into consideration
the needs of all parties who use the system Rules should be as
stringent as necessary to provide adequate security. Therefore,
the acceptable level of risk for the system nust be established
and should formthe basis for determ ning the rules.

Rul es shoul d cover such matters as work at home, dial-in access,
connection to the Internet, use of copyrighted works, unofficia
use of governnent equi pnent, the assignment and linmitation of
system privil eges, and individual accountability. Oten rules
shoul d reflect technical security controls in the system For
exanpl e, rules regardi ng password use should be consistent with
techni cal password features in the system Rules may be enforced
t hrough adm ni strative sanctions specifically related to the
system (e.g. loss of systemprivileges) or through nore genera
sanctions as are inposed for violating other rules of conduct. In
addition, the rules should specifically address restoration of
service as a concern of all users of the system

b) Training. The Conputer Security Act requires Federal agencies
to provide for the mandatory periodic training in conputer
security awareness and accepted conputer security practice of al
enpl oyees who are involved with the managenent, use or operation
of a Federal conputer systemw thin or under the supervision of

t he Federal agency. This includes contractors as well as

enpl oyees of the agency. Access provided to nenbers of the public
shoul d be constrained by controls in the applications through

whi ch access is allowed, and training should be within the context
of those controls. The Appendi x enforces such nandatory training
by requiring its conpletion prior to granting access to the
system Each new user of a general support systemin sone sense
introduces a risk to all other users. Therefore, each user should
be versed in acceptabl e behavior -- the rules of the system --
before being allowed to use the system Training should al so

i nformthe individual how to get help in the event of difficulty
with using or security of the system

Trai ning should be tailored to what a user needs to know to use
the system securely, given the nature of that use. Training may

be presented in stages, for exanple as nobre access is granted. In
some cases, the training should be in the formof classroom
instruction. |In other cases, interactive conputer sessions or

wel | -written and understandabl e brochures may be sufficient,
dependi ng on the risk and nagnitude of harm

Over tinme, attention to security tends to dissipate. In addition
changes to a system may necessitate a change in the rules or user
procedures. Therefore, individuals should periodically have
refresher training to assure that they continue to understand and
abi de by the applicable rules.

To assi st agencies, the Appendi x requires N ST, with assistance
fromthe O fice of Personnel Managenent (OPM, to update its
exi sting guidance. It also proposes that OPM assure that its
rules for conmputer security training for Federal civilian

enpl oyees are effective.



c) Personnel Controls. It has |long been recogni zed that the
greatest harm has cone from authorized individuals engaged in

i nproper activities, whether intentional or accidental. In every
general support system a nunber of technical, operational, and
managenent controls are used to prevent and detect harm Such
controls include individual accountability, "least privilege," and
separation of duties.

I ndi vi dual accountability consists of hol ding soneone responsi bl e
for his or her actions. 1In a general support system
accountability is normally acconplished by identifying and

aut henticating users of the system and subsequently tracing
actions on the systemto the user who initiated them This may be
done, for exanple, by |looking for patterns of behavior by users.

Least privilege is the practice of restricting a user's access (to
data files, to processing capability, or to peripherals) or type
of access (read, wite, execute, delete) to the m ni mum necessary
to performhis or her job.

Separation of duties is the practice of dividing the steps in a
critical function anong different individuals. For exanple, one
system programmer can create a critical piece of operating system
code, while another authorizes its inplementation. Such a contro
keeps a single individual from subverting a critical process.

Neverthel ess, in sone instances, individuals may be given the
ability to bypass sone significant technical and operationa
controls in order to perform system admi ni strati on and nmai nt enance
functions (e.g., LAN admi nistrators or systens programmers).
Screeni ng such individuals in positions of trust will supplenment
techni cal, operational, and managenent controls, particularly
where the risk and magnitude of harmis high

d) Incident Response Capability. Security incidents, whether
caused by viruses, hackers, or software bugs, are becom ng nore
common. When faced with a security incident, an agency should be
able to respond in a manner that both protects its own information
and helps to protect the information of others who m ght be
affected by the incident. To address this concern, agencies
shoul d establish formal incident response nmechani sns. Awareness
and training for individuals with access to the system shoul d

i nclude how to use the system s incident response capability.

To be fully effective, incident handling nust al so include sharing
i nformati on concerning comon vul nerabilities and threats with
those in other systens and other agencies. The Appendix directs
agencies to effectuate such sharing, and tasks N ST to coordi nate
t hose agency activities governnent-w de.

The Appendi x al so directs the Departnent of Justice to provide
appropriate gui dance on pursuing legal renedies in the case of
serious incidents.

e) Continuity of Support. Inevitably, there will be service
interruptions. Agency plans should assure that there is an
ability to recover and provide service sufficient to neet the

m ni mal needs of users of the system Manual procedures are
generally NOT a viable back-up option. Wen autonated support is



not avail able, many functions of the organization will effectively
cease. Therefore, it is inportant to take cost-effective steps to
manage any di sruption of service.

Deci sions on the |level of service needed at any particular tine
and on priorities in service restoration should be rmade in
consultation with the users of the systemand incorporated in the
systemrul es. Experience has shown that recovery plans that are
periodically tested are substantially nore viable than those that
are not. Mdreover, untested plans may actually create a fal se
sense of security.

f) Technical Security. Agencies should assure that each system
appropriately uses effective security products and techni ques,
consistent with standards and gui dance from NIST. Oten such
techniques will correspond with systemrul es of behavior, such as
in the proper use of password protection.

The Appendix directs NIST to continue to issue computer security
gui dance to assist agencies in planning for and using technica
security products and techniques. Until such guidance is issued,
however, the planning gui dance included in OVB Bulletin 90-08 can
assist in determ ning techniques for effective security in a
system and in addressing technical controls in the security plan

g) System I nterconnection. In order for a community to
effectively manage risk, it nust control access to and from ot her
systenms. The degree of such control should be established in the
rules of the systemand all participants should be made aware of
any limtations on outside access. Technical controls to
acconplish this should be put in place in accordance w th gui dance
i ssued by NI ST.

There are varying degrees of how connected a systemis. For
exanpl e, sonme systens will choose to isolate thenselves, others
will restrict access such as allowing only e-nmail connections or
renmote access only with sophisticated authentication, and others
will be fully open. The managenent decision to interconnect
shoul d be based on the availability and use of technical and non-
techni cal safeguards and consistent with the acceptable |evel of
risk defined in the systemrules.

3) Review of Security Controls. The security of a systemw ||l degrade
over tine, as the technol ogy evolves and as peopl e and procedures
change. Reviews should assure that nmanagenment, operational, personnel
and technical controls are functioning effectively. Security controls
may be reviewed by an independent audit or a self review The type and
rigor of review or audit should be comensurate with the acceptable

| evel of risk that is established in the rules for the system and the
i kel i hood of I|earning useful information to inprove security.

Techni cal tools such as virus scanners, vulnerability assessnent
products (which look for known security problens, configuration errors,
and the installation of the | atest patches), and penetration testing can
assist in the on-going review of different facets of systens. However,
these tools are no substitute for a formal managenment review at | east
every three years. Indeed, for some high-risk systems with rapidly
changi ng technol ogy, three years will be too |ong.

Dependi ng upon the risk and magnitude of harmthat could result,
weaknesses identified during the review of security controls should be



reported as deficiencies in accordance with OMB Circular No. A-123,
"Managenent Accountability and Control" and the Federal Managers
Financial Integrity Act. In particular, if a basic management contro
such as assignnent of responsibility, a workable security plan, or
managenent aut horization are m ssing, then consideration should be given
to identifying a deficiency.

4) Authorize Processing. The authorization of a systemto process

i nformati on, granted by a managenent official, provides an inportant
quality control (some agencies refer to this authorization as
accreditation). By authorizing processing in a system a manhager
accepts the risk associated with it. Authorization is not a decision
t hat should be made by the security staff.

Both the security official and the authorizing managenent official have
security responsibilities. 1In general, the security official is closer
to the day-to-day operation of the systemand will direct or perform
security tasks. The authorizing official will normally have genera
responsibility for the organi zati on supported by the system

Management aut horization should be based on an assessnment of managenent,
operational, and technical controls. Since the security plan
establ i shes the security controls, it should formthe basis for the

aut hori zation, supplenented by nore specific studies as needed. In
addition, the periodic review of controls should also contribute to
future authorizations. Sonme agencies perform"certification reviews" of
their systens periodically. These fornmal technical evaluations lead to
a managenent accreditation, or "authorization to process." Such
certifications (such as those using the nmethodology in FIPS Pub 102
"Cuideline for Conmputer Security Certification and Accreditation") can
provi de useful information to assist managenent in authorizing a system
particularly when conbined with a review of the broad behavi ora
controls envisioned in the security plan required by the Appendi x.

Re-aut hori zation should occur prior to a significant change in
processing, but at |east every three years. |t should be done nore
often where there is a high risk and potential nagnitude of harm

b. Controls in Major Applications. Certain applications require specia
management attention due to the risk and magni tude of harm that could occur
For such applications, the controls of the support systen(s) in which they
operate are likely to be insufficient. Therefore, additional controls
specific to the application are required. Since the function of applications
is the direct manipulation and use of information, controls for securing
applications shoul d enphasi ze protection of information and the way it is
mani pul at ed.

1) Assign Responsibility for Security. By definition, mjor
applications are high risk and require special nmanagenent attention.
Maj or applications usually support a single agency function and often
are supported by nore than one general support system It is inportant,
therefore, that an individual be assigned responsibility in witing to
assure that the particular application has adequate security. To be
effective, this individual should be know edgeable in the information
and process supported by the application and in the managenent,
personnel, operational, and technical controls used to protect the
application.

2) Application Security Plans. Security for each major application
shoul d be addressed by a security plan specific to the application. The



pl an should i nclude controls specific to protecting information and
shoul d be devel oped fromthe application nanager's perspective. To
assist in assuring its viability, the plan should be provided to the
manager of the primary support system which the application uses for
advi ce and comment. This recognizes the critical dependence of the
security of major applications on the underlying support systens they
use. Summaries of application security plans should be included in
strategic informati on resource nmanagenent plans in accordance with this
Circul ar.

a) Application Rules. Rules of behavior should be established
whi ch delineate the responsibilities and expected behavi or of al

i ndi viduals with access to the application. The rules should
state the consequences of inconsistent behavior. Oten the rules
will be associated with technical controls inplenented in the
application. Such rules should include, for exanple, limtations
on changi ng data, searching databases, or divulging information.

b) Specialized Training. Training is required for all individuals
gi ven access to the application, including nenbers of the public.
It should vary depending on the type of access allowed and the

ri sk that access represents to the security of the application and
information in it. This training will be in addition to that
required for access to a support system

c) Personnel Security. For nobst mmjor applications, nanagenent
controls such as individual accountability requirenents,
separation of duties enforced by access controls, or limitations
on the processing privileges of individuals, are generally nore
cost-effective personnel security controls than background
screening. Such controls should be inplenented as both technica
controls and as application rules. For exanple, technica
controls to ensure individual accountability, such as |ooking for
patterns of user behavior, are nost effective if users are aware
that there is such a technical control. |f adequate audit or
access controls (through both technical and non-technical methods)
cannot be established, then it may be cost-effective to screen
personnel, conmensurate with the risk and magnitude of harmthey
could cause. The change in enphasis on screening in the Appendi x
shoul d not affect background screeni ng deenmed necessary because of
ot her duties that an individual my perform

d) Contingency Planning. Nornmally the Federal m ssion supported
by a major application is critically dependent on the application
Manual processing is generally NOT a viable back-up option
Managers should plan for how they will performtheir m ssion
and/ or recover fromthe | oss of existing application support,
whet her the loss is due to the inability of the application to
function or a general support systemfailure. Experience has
denonstrated that testing a contingency plan significantly

i mproves its viability. Indeed, untested plans or plans not
tested for a long period of time may create a fal se sense of
ability to recover in a tinely manner

e) Technical Controls. Technical security controls, for exanple
tests to filter invalid entries, should be built into each
application. O ten these controls will correspond with the rules
of behavior for the application. Under the previous Appendi X,
application security was focused on the process by which
sensitive, custom applications were devel oped. \While that process



is not addressed in detail in this Appendix, it remains an
effective method for assuring that security controls are built
into applications. Additionally, the technical security controls
defined in OVMB Bulletin No. 90-08 will continue, until that

gui dance is replaced by NI ST's security planni ng gui dance.

f) Information Sharing. Assure that information which is shared
wi th Federal organizations, State and |ocal governnents, and the
private sector is appropriately protected conparable to the
protection provided when the information is within the
application. Controls on the information may stay the sane or
vary when the information is shared with another entity. For
exanpl e, the primary user of the information nmay require a high

| evel of availability while the secondary user does not, and can
therefore relax sone of the controls designed to maintain the
availability of the information. At the sane tine, however, the
i nformati on shared nay require a |l evel of confidentiality that
shoul d be extended to the secondary user. This nornmally requires
notification and agreenment to protect the information prior to its
bei ng shared.

g) Public Access Controls. Permtting public access to a Federa
application is an inportant nmethod of inproving information
exchange with the public. At the sanme tine, it introduces risks
to the Federal application. To mitigate these risks, additiona
controls should be in place as appropriate. These controls are in
addition to controls such as "firewalls" that are put in place for
security of the general support system

In general, it is more difficult to apply conventional controls to
public access systens, because many of the users of the system may
not be subject to individual accountability policies. In

addition, public access systens may be a target for m schief
because of their higher visibility and published access nethods.

Oficial records need to be protected against |oss or alteration.
O ficial records in electronic formare particularly susceptible
since they can be relatively easy to change or destroy.

Therefore, official records should be segregated frominformation
made directly accessible to the public. There are different ways
to segregate records. Some agencies and organi zations are
creating dedicated informati on di ssenm nation systens (such as
bulletin boards or World Wde Wb servers) to support this
function. These systens can be on the outside of secure gateways
whi ch protect internal agency records from outside access.

In order to secure applications that allow direct public access,
conventional techniques such as least privilege (limting the
processing capability as well as access to data) and integrity
assurances (such as checking for viruses, clearly | abeling the age
of data, or periodically spot checking data) should al so be used.
Addi tional guidance on securing public access systens is available
from NI ST Conputer Systens Laboratory Bulletin "Security |Issues in
Publi c Access Systens" (May, 1993).

3) Review of Application Controls. At |east every three years, an

i ndependent review or audit of the security controls for each mgjor
application should be perforned. Because of the higher risk involved in
mej or applications, the review or audit should be independent of the
manager responsible for the application. Such reviews should verify



that responsibility for the security of the application has been
assigned, that a viable security plan for the application is in place,
and that a nmanager has authorized the processing of the application. A
deficiency in any of these controls should be considered a deficiency
pursuant to the Federal Manager's Financial Integrity Act and OMVB
Circular No. A-123, "Managenment Accountability and Control."

The review envisioned here is different fromthe systemtest and
certification process required in the current Appendi x. That process,
however, remains useful for assuring that technical security features
are built into custom devel oped software applications. While the
controls in that process are not specifically called for in this
Appendi x, they remain in Bulletin No. 90-08, and are recomended in
appropriate circunstances as technical controls.

4) Authorize Processing. A mmjor application should be authorized by

t he managenent official responsible for the function supported by the
application at | east every three years, but nore often where the risk
and magnitude of harmis high. The intent of this requirement is to
assure that the senior official whose nmission will be adversely affected
by security weaknesses in the application periodically assesses and
accepts the risk of operating the application. The authorization should
be based on the application security plan and any review(s) performed on
the application. 1t should also take into account the risks fromthe
general support systens used by the application

4. Assignnment of Responsibilities. The Appendi x assi gns government-w de
responsibilities to agencies that are consistent with their mssions and the
Conmput er Security Act.

a. Departnment of Commerce. The Department of Commerce, through NI ST, is
assigned the followi ng responsibilities consistent with the Conputer
Security Act.

1) Devel op and issue security standards and gui dance.

2) Review and update, with assistance from OPM the guidelines for
security training issued in 1988 pursuant to the Computer Security
Act to assure they are effective.

3) Replace and update the technical planning guidance in the
appendix to OVB Bulletin 90-08 This should include gui dance on
effective risk-based security absent a formal risk analysis.

4) Provi de agencies with gui dance and assi stance concerning
effective controls for systens when interconnecting with other
systems, including the Internet. Such guidance on, for exanple,
so-called "firewalls" is becoming widely available and is critica
to agencies as they consider how to interconnect their
comruni cati ons capabilities.

5) Coordi nate agency incident response activities. Coordination of
agency incident response activities should address both threats
and vulnerabilities as well as inprove the ability of the Federa
government for rapid and effective cooperation in response to
serious security breaches.

6) Assess security vulnerabilities in new information technol ogies
and apprise Federal agencies of such vulnerabilities. The intent
of this new requirement is to hel p agencies understand the



security inplications of technol ogy before they purchase and field
it. In the past, there have been too nmany instances where
agenci es have acquired and inpl enented technol ogy, then found out
about vulnerabilities in the technology and had to retrofit
security neasures. This activity is intended to hel p avoid such
difficulties in the future.

b. Departnent of Defense. The Departnent, through the National Security
Agency, shoul d provide technical advice and assistance to NI ST,

i ncl udi ng work products such as technical security guidelines, which

NI ST can draw upon for devel opi ng standards and gui del i nes for
protecting sensitive information in Federal conputers.

Al so, the Departnent, through the National Security Agency, should
assist NIST in evaluating vulnerabilities in enmerging technol ogi es.

Such vulnerabilities may present a risk to national security information
as well as to unclassified information.

c. Departnent of Justice. The Departnment of Justice should provide
appropriate guidance to Federal agencies on |legal renmedies available to
t hem when serious security incidents occur. Such guidance should

i nclude ways to report incidents and cooperate with | aw enforcenent.

In addition, the Departnent should pursue appropriate | egal actions on
behal f of the Federal governnent when serious security incidents occur

d. General Services Adm nistration. The General Services Adninistration
shoul d provi de agenci es gui dance for addressing security considerations
when acquiring information technol ogy products or services. This
continues the current requirenent.

In addition, where cost-effective to do so, GSA should establish
governnent -wi de contract vehicles for agencies to use to acquire certain
security services. Such vehicles already exist for providing system
back-up support and conducting security anal yses.

GSA shoul d al so provide appropriate security services to assist Federa
agencies to the extent that provision of such services is cost-
effective. This includes providing, in conjunction with the Department
of Defense and the Departnent of Commerce, appropriate services which
support Federal use of the National Information Infrastructure (e.g.
use of digital signature technol ogy).

e. Ofice of Personnel Managenent. |n accordance with the Conputer
Security Act, OPM should review its regul ati ons concerning conputer
security training and assure that they are effective.

In addition, OPM should assist the Departnment of Commerce in the review
and update of its conputer security awareness and training guidelines.
OPM wor ked closely with NI ST in devel oping the current guidelines and
should work with NI ST in revising those guidelines.

f. Security Policy Board. The Security Policy Board is assigned
responsi bility for national security policy coordination in accordance
with the appropriate Presidential directive. This includes policy for
the security of information technol ogy used to process classified

i nformati on.

Circular A-130 and this Appendi x do not apply to information technol ogy
that supports certain critical national security mssions, as defined in



44 U.S.C. 3502(9) and 10 U.S.C. 2315. Policy and procedura

requi renments for the security of national security systens

(tel econmuni cations and information systens that contain classified
informati on or that support those critical national security m ssions
(44 U.S.C. 3502(9) and 10 U S.C. 2315)) is assigned to the Departnent of
Def ense pursuant to Presidential directive. The Circular clarifies that
information classified for national security purposes should al so be
handl ed i n accordance with appropriate national security directives.
Where classified information is required to be protected by nore
stringent security requirenments, those requirenments should be followed
rather than the requirenents of this Appendi x.

5. Reports. The Appendi x requires agencies to provide two reports to OVB

The first is a requirenent that agencies report security deficiencies and

mat eri al weaknesses within their FMFI A reporting mechani sns as defined by OVB
Circular No. A-123, "Managenent Accountability and Control," and take
corrective actions in accordance with that directive.

The second, defined by the Conputer Security Act, requires that a sunmary of
agency security plans be included in the information resources managenment plan
requi red by the Paperwork Reduction Act.



