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This Recommendation specifies techniques for the derivation of additional keying material from a secret key, either established through a key establishment scheme or shared through some other manner, using pseudorandom functions.
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1. Introduction

When parties share a secret symmetric key (e.g., upon a successful execution of a key-establishment scheme as specified in [1] and [2]), it is often the case that additional keys will be needed (e.g. as described in [3]). Separate keys may be needed for different cryptographic purposes – for example, one key may be required for an encryption algorithm, while another key is intended for use by an integrity protection algorithm, such as a message authentication code. At other times, the distinct keys required by multiple entities may be generated by a trusted party from a single master key. Key derivation functions are used to derive such keys.

2. Scope and Purpose

This Recommendation specifies several families of key derivation functions that use pseudorandom functions. These key derivation functions can be used to derive additional keys from a key that has been established through an automated key-establishment scheme (e.g. as defined in [1] and [2]), or from a pre-shared key (e.g., a manually distributed key).

Effectively, the key derivation functions specified in this Recommendation provide the key expansion functionality described in [4], where key derivation is portrayed as a process that potentially requires two separate steps: 1) randomness extraction (to obtain an initial key) and 2) key expansion (to produce additional keys from that initial key and other data).

Note that the key-agreement schemes specified in [1] and [2] already incorporate the use of a (hash-based) key derivation function. If the key used as an input to one of the key derivation functions specified in this Recommendation has been established by using one of those key-agreement schemes, then, for all intents and purposes, that key has been obtained by employing one of the key derivation functions defined in [1] and [2] as a randomness extractor.

3. Definitions, Symbols and Abbreviations

3.1 Definitions

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approved</td>
<td>FIPS approved or NIST Recommended. An algorithm or technique that is either 1) specified in a FIPS or NIST Recommendation, or 2) adopted in a FIPS or NIST Recommendation or 3) specified in a list of NIST Approved security functions.</td>
</tr>
<tr>
<td>Cryptographic key</td>
<td>A binary string used as a secret parameter by a cryptographic algorithm. In this Recommendation, a cryptographic key <strong>shall</strong> be either a truly random binary string of a length specified by the cryptographic algorithm or a pseudorandom binary string of the specified length that is computationally indistinguishable from one selected uniformly at random from the set of all binary strings of that length.</td>
</tr>
<tr>
<td>Entity</td>
<td>An individual (person), organization, device or a combination thereof. “Party” is a synonym. In this Recommendation, an entity may be a functional unit that executes certain processes.</td>
</tr>
</tbody>
</table>
| **Hash function** | A function that maps a bit string of arbitrary length to a fixed length bit string. Approved hash functions are designed to satisfy the following properties:  
1. (One-way) It is computationally infeasible to find any input that maps to any pre-specified output, and  
2. (Collision resistant) It is computationally infeasible to find any two distinct inputs that map to the same output.  
Approved hash functions are specified in FIPS 180-3 [6]. |
| **Key derivation** | The process that derives keying material from a key. |
| **Key derivation function** | A function that, with the input of a cryptographic key and other data, generates a binary string, called keying material. |
| **Key derivation key** | A key used as an input to a key derivation function to derive other keys. |
| **Key-establishment** | A procedure, conducted by two or more participants, after which the resultant keying material is shared by all participants. |
| **Key hierarchy** | A key hierarchy is a multiple-level tree structure, such that each node represents a key, and each branch, pointing from one node to another, indicates a key derivation from one key to another key. |
| **Keying material** | A binary string, such that any non-overlapping segments of the string with the required lengths can be used as symmetric cryptographic keys. |
| **Message authentication code** | A family of cryptographic algorithms that is parameterized by a symmetric key. Each of the algorithms can act on input data of arbitrary length to produce an output value of a specified length (called the MAC of the input data). A MAC algorithm can be used to provide data origin authentication and data integrity. |
| **Nonce** | A time-varying value that has at most a negligible chance of repeating – for example, a random value that is generated anew for each use, a timestamp, a sequence number, or some combination of these. |
| **Pipeline** | A term used to describe a series of sequential PRF executions. |
| **Pseudorandom function** | A function that can be used to generate output from a random seed and a data variable such that the output is computationally indistinguishable from truly random output. |
Security strength

A measure of the computational complexity associated with recovering certain secret and/or security-critical information concerning a given cryptographic algorithm from known data (e.g. plaintext/ciphertext pairs for a given encryption algorithm). In this Recommendation, the security strength of a key derivation function is measured by the work required to distinguish the output of the KDF from a bit string selected uniformly at random from the set of all bit strings with the same length as the output of the KDF, under the assumption that the key derivation key is the only unknown input to the KDF.

**Shall**

This term is used to indicate a requirement of a Federal Information Processing Standard (FIPS) or a requirement that needs to be fulfilled to claim conformance to this Recommendation. Note that **shall** may be coupled with **not** to become **shall not**.

**Should**

This term is used to indicate an important recommendation. Ignoring the recommendation could result in undesirable results. Note that **should** may be coupled with **not** to become **should not**.

### 3.2 Symbols and Abbreviations

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A(i))</td>
<td>The output of the (i^{th}) iteration in the first pipeline in a double pipeline iteration mode.</td>
</tr>
<tr>
<td>(A</td>
<td></td>
</tr>
<tr>
<td>CMAC</td>
<td>Cipher-based Message Authentication Code (as specified in NIST SP 800-38B [7]).</td>
</tr>
<tr>
<td>(h)</td>
<td>An integer whose value is the length of the output of the PRF in bits.</td>
</tr>
<tr>
<td>H()</td>
<td>A hash function.</td>
</tr>
<tr>
<td>HMAC</td>
<td>Keyed-hash Message Authentication Code (as specified in FIPS 198-1 [8]).</td>
</tr>
<tr>
<td>(i)</td>
<td>The counter for each iteration, which is represented as a binary string of length (r) when it is an input to each iteration of the PRF.</td>
</tr>
<tr>
<td>IV</td>
<td>A binary string that is used as an initial value in computing the first iteration in feedback mode. It may be an empty string.</td>
</tr>
<tr>
<td>KDF</td>
<td>Key Derivation Function.</td>
</tr>
<tr>
<td>(K(i))</td>
<td>The output of the (i^{th}) iteration of the PRF.</td>
</tr>
<tr>
<td>(K_I)</td>
<td>A key derivation key. For a key derivation, (K_I) is used (along with other data) to derive keying material (K_O).</td>
</tr>
<tr>
<td>(K_O)</td>
<td>Keying material that is derived from a key derivation key (K_I) and other data.</td>
</tr>
</tbody>
</table>
4. Pseudorandom Function (PRF)

A pseudorandom function is the basic building block in constructing a key derivation function in this Recommendation. Generally, a pseudorandom function family \( \{ PRF(s, x) \mid s \in S \} \) consists of polynomial time computable functions with an index (also called a seed) \( s \) and input variable \( x \), such that when \( s \) is randomly selected from \( S \) and not known to observers, \( PRF(s, x) \) is computationally indistinguishable from a random function defined on the same domain with output to the same range as \( PRF(s, x) \). For a formal definition of a pseudorandom function, please refer to [9].

When a cryptographic key \( K_I \) is regarded as the seed, that is, \( s = K_I \), the output of the pseudorandom function can be used as keying material. In Section 5, several families of PRF-based key derivation functions are defined without describing the internal structure of the PRF. For key derivation, this Recommendation approves the use of either the keyed-
hash Message Authentication Code (HMAC) specified in [8] or the cipher-based Message Authentication Code (CMAC) specified in [7] as the pseudorandom function. For a given KDF using HMAC or CMAC, the key $K_I$ is assumed to be computationally indistinguishable from one that has been selected uniformly at random from the set of all the binary strings with length of $|K_I|$.

Note that [1] and [2] specify additional (hash-based) key derivation functions that are tailored to the needs of the key establishment schemes described in those documents.

### 5. Key Derivation Functions (KDF)

This Section defines several families of key derivation functions that use PRFs. For the purposes of this Recommendation, a key derivation function (KDF) is a function with which an input key and other input data are used to generate (i.e., derive) keying material that can be employed by cryptographic algorithms. In other words, the KDFs specified here provide a key-expansion capability (as noted in Section 2).

The key that is input to a key derivation function is called a key derivation key. To comply with this Recommendation, a key derivation key shall be a cryptographic key (see Section 3.1). The key derivation key used as an input to one of the key derivation functions specified in this Recommendation can be generated by an approved cryptographic random bit generator (e.g., by a deterministic random bit generator of the type specified in [5]), or by an approved automated key-establishment process (e.g., as defined in [1] and [2]).

When the key derivation key is established through an automated key-establishment process, the key derivation key shall be a segment of the secret keying material that results from that process. The nomenclature secret keying material is intended to distinguish the (pseudo)random binary strings output by such a process from various precursors, such as shared secret values computed through algebraic operations on the public and private values in a Diffie-Hellman key-agreement scheme (e.g., $g^{xy} \mod p$).

Any disjoint segments of the derived keying material (with the required lengths) can be used as cryptographic keys for the corresponding algorithms. However, in order to make sure that different parties will obtain the same keys from the derived keying material, the cryptographic scheme employing a KDF must define the way to convert (i.e., parse) the keying material into different keys. For example, when 256 bits of keying material are derived, the scheme may specify that the first 128 bits will be used as a key for a message authentication code and that the second 128 bits will be used as an encryption key for a given encryption algorithm.

The KDFs specified in this Recommendation are constructed using PRFs (see Section 4). Depending on the intended length of the keying material to be derived, the KDF may require multiple invocations of the PRF. A way to iterate the multiple invocations is called a mode of iteration. In this Recommendation, a counter mode is specified in Section 5.1, a feedback mode in Section 5.2, and a double-pipeline iteration mode in Section 5.3. In keeping with the terminology above, the output of a key derivation function is called the derived keying material and may subsequently be segmented into multiple keys.
To define key derivation functions, the following notations are used. Some of the notations have been defined in Section 3.2. They are repeated here for easy reference.

1) $K_I$ – Key derivation key, a key that is used as an input to a key derivation function (along with other input data) to derive keying material. When HMAC is used as the PRF, $K_I$ is used as the key, and the other input data is used as the text as defined in [8]. When CMAC is used as the PRF, $K_I$ is used as the block cipher key, and the other input data is used as the message as defined in [7].

2) $K_O$ – Keying material output from a key derivation function specified in this Recommendation, a binary string of the required length, which is derived using a key derivation key.

3) $Label$ – A string that identifies the purpose for the derived keying material, which is encoded as a binary string. The encoding method for the $Label$ is defined in a larger context, for example, in the protocol that uses a KDF.

4) $Context$ – A binary string containing the information related to the derived keying material. It may include identities of parties who are deriving and/or using the derived keying material and, optionally, a nonce known by the parties who derive the keys.

5) $IV$ – A binary string that is used as an initial value in computing the first iteration in the feedback mode. It can be either public or secret. It may be an empty string.

6) $L$ – An integer specifying the length (in bits) of the derived keying material $K_O$. $L$ is represented as a binary string when it is an input to a key derivation function. The length of the binary string is specified by the encoding method for the input data.

7) $h$ – An integer that indicates the length (in bits) of the output of the PRF.

8) $n$ – An integer whose value is the number of iterations of the PRF needed to generate $L$ bits of keying material.

9) $i$ – A counter, a binary string of length $r$ that is an input to each iteration of a PRF in counter mode and (optionally) in feedback mode and double-pipeline iteration mode.

10) $r$ – An integer, smaller or equal to 32, that indicates the length of the binary representation of the counter $i$.

11) $\{X\}$ – Used to indicate that the data $X$ is an optional input to the key derivation function.

12) $0x00$ – An all zero octet. An optional data field used to indicate a separation of different variable length data fields\(^1\).

---

\(^1\) This indicator may be considered as a part of the encoding method for the input data and can be replaced by other indicators, for example, an indicator to represent the length of the variable length field. If, for a specific KDF, only data fields with identical length are used, then the indicator may be omitted.
A key derivation function iterates a pseudorandom function \( n \) times and concatenates the outputs until \( L \) bits of keying material are generated, where \( n = \left[ \frac{L}{h} \right] \). For counter mode, \( n \) shall not be larger than \( 2^r - 1 \), where \( r \leq 32 \) is the binary length of the counter. For feedback mode and double-pipeline iteration mode, \( n \) is limited to \( 2^{32} - 1 \) in this section based on the fact that \( L = (2^{32} - 1) h \) bits keying material is far more than enough for most applications. Notice that in these two modes, even though the counter is used as an input, it does not affect this limit. However, for each KDF or an application which uses a KDF, a smaller limit can be applied to the number of iterations.

For each of the iterations of the PRF, the key derivation key \( K_i \) is used as the key, and the input data consists of an iteration variable and a string of fixed input data. Depending on the mode of iteration, the iteration variable could be a counter, the output of the PRF from the previous iteration, a combination of both, or an output from the first pipeline iteration in the case of double-pipeline iteration mode. In the following key derivation functions, the fixed input data is a concatenation of a Label, a separation indicator \( 0x00 \), the Context, and \([L]\).

The length for each data field and an order shall be defined unambiguously. For example, the length and the order may be defined as a part of a KDF specification or by the protocol where the KDF is used. In each of the following sections, a specific order for the feedback value, the counter, the Label, the separation indicator \( 0x00 \), the Context, and \([L]\) is used, assuming that each of them is represented with a specific length. This Recommendation specifies several families of KDFs. Alternative orders for the input data fields may be used for different KDFs.

### 5.1 KDF in Counter Mode

This section specifies a family of KDFs that uses the counter mode. In counter mode, the output of the PRF is computed with a counter as the iteration variable. The mode is defined as follows.

**Fixed values:**

1. \( h \) - The length of the output of the PRF in bits, and
2. \( r \) - The length of the binary representation of the counter \( i \).

**Input:** \( K_b, \text{Label}, \text{Context}, \) and \( L \).

**Process:**

1. \( n := \left[ \frac{L}{h} \right] \).
2. If \( n > 2^r - 1 \), then indicate an error and stop.
3. \( \text{result}(0) := \emptyset \).
4. For \( i = 1 \) to \( n \), do
   
   a. \( K(i) := \text{PRF} (K_b, [i]_2 || \text{Label} || 0x00 || \text{Context} || [L]) \)
   
   b. \( \text{result}(i) := \text{result}(i-1) || K(i) \).
5. Return: \( K_0 := \) the leftmost \( L \) bits of \( \text{result}(n) \).

**Output:** \( K_0 \).

In each iteration, the fixed input data is the string \( \text{Label} || 0x00 || \text{Context} || [L]_2 \). The counter \([i]_2\) is the iteration variable and is represented as a binary string of \( r \) bits. The KDF in counter mode is illustrated in Figure 1.

---

**Figure 1: KDF in Counter Mode**

### 5.2 KDF in Feedback Mode

This section specifies a family of KDFs that uses the feedback mode. In feedback mode, the output of the PRF is computed using the result of the previous iteration and, optionally, using a counter as the iteration variable(s). The mode is defined as follows. (Note that when \( L \leq h \), \( IV = \emptyset \), and the counter is used, the feedback mode will generate an output that is identical to the output of the counter mode specified in Section 5.1.)

**Fixed values:**

1. \( h \) - The length of the output of the PRF in bits, and
2. \( r \) - The length of the binary representation of the counter \( i \). \( r \) is specified only when a counter is used as an input.

**Input:** \( K_I, \text{Label}, \text{Context}, IV, \) and \( L \).

**Process:**

1. \( n := \lceil L/h \rceil \).
2. If \( n > 2^{32} -1 \), then indicate an error and stop.
3. \( \text{result}(0) := \emptyset \) and \( K(0) := IV \).
4. For $i = 1$ to $n$, do
   a. $K(i) := \text{PRF}(K_i, K(i-1) \{|| i \} || \text{Label} || 0x00 || \text{Context} || [L]_2)$
   b. $\text{result}(i) := \text{result}(i-1) || K(i)$

5. Return: $K_O :=$ the leftmost $L$ bits of $\text{result}(n)$.

Output: $K_O$.

In each iteration, the fixed input data is the string $\text{Label} || 0x00 || \text{Context} || [L]_2$. The iteration variable is $K(i-1) \{|| [i] \}$. The KDF in feedback mode is illustrated in Figure 2.

![Figure 2: KDF in Feedback Mode](image)

5.3 KDF in Double-Pipeline Iteration Mode

For a KDF in the counter mode or feedback mode, a PRF is iterated in a single pipeline. This section specifies a family of KDFs that iterates a PRF in two pipelines. In the first iteration pipeline, a sequence of secret values $A(i)$ is generated, each of which is used as an input to the respective PRF iteration in the second pipeline.

Fixed values:

1. $h$ - The length of the output of the PRF in bits, and
2. $r$ - The length of the binary representation of the counter $i$. $r$ is specified only when a counter is used as an input.

Input: $K_i$, $\text{Label}$, $\text{Context}$, and $L$.

Process:

1. $n = \lceil L/h \rceil$. 
2. If \( n > 2^{32} - 1 \), then indicate an error and stop.

3. \( \text{result}(0) := \emptyset \)

4. \( A(0) := IV = Label \parallel 0x00 \parallel Context \parallel [L]_2 \).

5. For \( i = 1 \) to \( n \), do
   a. \( A(i) := \text{PRF}(K_I, A(i-1)) \)
   b. \( K(i) := \text{PRF}(K_I, A(i) \parallel [i]_2 \parallel Label \parallel 0x00 \parallel Context \parallel [L]_2) \)
   c. \( \text{result}(i) := \text{result}(i-1) \parallel K(i) \)

7. Return: \( K_O \), i.e., the leftmost \( L \) bits of \( \text{result}(n) \).

Output: \( K_O \).

The first iteration pipeline uses a feedback mode with an initial value of \( A(0) = IV = Label \parallel 0x00 \parallel Context \parallel [L]_2 \). Each second pipeline iteration generates \( K(i) \) using \( A(i) \) and, optionally, a counter \([i]_2\) as the iteration variable. The KDF in the double-pipeline iteration mode is illustrated in Figure 3.

---

**Figure 3: KDF in Double-Pipeline Iteration Mode**
6. Key Hierarchy

The keying material derived from a given key derivation key could subsequently be used as one or more key derivation keys to derive still more key derivation keys. In this way, a key hierarchy could be established. In a key hierarchy, a KDF is used with a higher-level “parent” key derivation key (and other appropriate input data) to derive a number of lower-level “child” keys. Figure 4 presents a three-level key hierarchy as an example. In the hierarchy described by Figure 4, the second level keys $K_i^{(1)}$, $K_i^{(2)}$, and $K_i^{(3)}$ are derived from the top level key $K_i$. Assuming $K_i^{(1)}$, $K_i^{(2)}$, and $K_i^{(3)}$ are used as key derivation keys, from each of them, further keys are derived as the bottom level keys in the key hierarchy.

![Figure 4: Key Hierarchy](image)

7. Security Considerations

An improperly defined key derivation function can make the derived keying material vulnerable to attacks. This section will discuss some factors that affect the cryptographic strength of the keying material derived by a KDF. However, some of the required security properties cannot be achieved by the key derivation function itself. For example, the overall security of the derived keying material depends on the protocols that establish the key derivation key. These external conditions are out of the scope of the security discussion in this Recommendation.

7.1 Cryptographic Strength

The security strength of a key derivation function is measured by the amount of work required to distinguish the output of the KDF from a truly uniformly distributed bit string of the same length, under the assumption that the key derivation key, $K_i$, is the only unknown input to the KDF. This amount is certainly no greater than the work required to recover $K_i$ and/or the remaining portions of the derived keying material from a given segment of KDF output. Given a set of input data (other than $K_i$) and the corresponding output data (of sufficient bit length), the key $K_i$ can be recovered in (at most) $2^w$ executions of the KDF, where $w$ is the bit length of $K_i$, through an exhaustive search over all possible $K_i$ values.
7.2 The Length of the Key Derivation Key

For some KDFs, the length of the key derivation key is defined by the PRF used for the key derivation. For example, when using CMAC as a PRF, the key length is uniquely determined by the underlying block cipher. In this case, an implementation should check whether the key derivation key length is consistent with the length required by the PRF.

However, some PRFs can accommodate different key lengths. If the HMAC is used as the PRF, then a KDF can use a key derivation key of essentially any length. It is worth noting that when the key length is longer than the block length of the underlying hash function for HMAC, the key will be hashed to $h$ bits first, where $h$ is the length of the hash function output. In this case, given a pair of the input data and the corresponding output value of the PRF, the hashed key can be recovered in (at most) $2^h$ computations of the PRF. Therefore, the security strength may not be increased with a longer key length.

7.3 Converting Keying Material to Cryptographic Keys

The length, $L$, of the derived keying material is dependent upon the requirements of the cryptographic algorithms that rely on the KDF output. The length of a given cryptographic key is determined by the algorithm that will employ it – for example, a block cipher or a message authentication code – and the desired security strength. In the absence of limitations that may be imposed by relying applications, any segment of the derived keying material having the required length can be specified for use as a key, subject to the following restriction: When multiple keys (or any other types of secret parameters, e.g. secret initialization vectors) are obtained from the derived keying material, they shall be selected from disjoint (i.e., non-overlapping) segments of the KDF output. Therefore, the value of $L$ shall be equal to or greater than the sum of the lengths of the keys (etc.) that will be obtained from the derived keying material.

In Section 5.1, $n$, the number of iterations of the PRF computations, is limited by $2^r-1$, where $r \leq 32$ is the binary length of the counter that is used as input during the iterations. This ensures that the counter values $[i]_2$ used as an input to the PRF will not repeat during a particular call to the KDF function. This also limits the length of the derived keying material to $L \leq (2^r-1)h$, where $h$ is the bit length of the PRF output. For feedback mode and double-pipeline iteration mode, the number of iterations is limited to $2^{32} - 1$.

To comply with this Recommendation, the derived keying material shall not be used as a key stream for a stream cipher.

7.4 Input Data Encoding

The input data of a key derivation function consists of different data fields (e.g., a Label, the Context, and the length of the output keying material). In Section 5, each of the data fields, representing certain information, is encoded as a binary string. The encoding method shall define a one-to-one mapping from the set of all possible input information
for that data field to a set of the corresponding binary strings. The different data fields shall be assembled in a specific order. The encoding method (including the field order) may be defined in a larger context, for example, by the protocol that uses a key derivation function. The encoding method shall be designed for unambiguous conversion of the combined input information to a unique binary string.

Unambiguous encoding for input data is required to deter attacks on the KDF that depend on manipulating the input data. For detailed discussions on each attack, please see [10].

7.5 Key Separation

In this Recommendation, key separation is a security requirement for the cryptographic keys derived from the same key derivation key. The keys shall be separate in the sense that the compromise of some keys will not degrade the security strength of any of the other keys. In the families of KDFs specified in this Recommendation, key separation can be achieved through different approaches for the following two situations.

1. When keying material for multiple cryptographic keys is obtained from the output of a single execution of a key derivation function, the segments of the keying material used by different keys need to be cryptographically separate in the following sense: The compromise of some keys must not degrade the security of any of the other keys that are obtained from the output of the same execution of KDF; that is, the compromise of some keys must not make the task of distinguishing any of the other keys from random strings with the same length easier than the task would be if none of the keys were compromised. In order to satisfy this requirement when using the key derivation functions specified in this Recommendation, different keys shall use disjoint (i.e. non-overlapping) segments of the derived keying material.

2. When keying materials for multiple cryptographic keys is obtained from the output of multiple executions of a particular key derivation function using the same value for $K_i$, the keying materials output by different calls to the KDF need to be cryptographically separate in the following sense: The compromise of the keying material output from one of the executions of the KDF must not degrade the security of any of the keying material output from the other executions of the KDF; that is, the compromise must not make the task of distinguishing any of the other keying material from random strings of the same length easier than the task would be if none of the keying material were compromised. In order to satisfy this requirement when using the key derivation functions specified in this Recommendation, different input data strings (e.g. $Label \ || \ 0x00 \ || \ Context \ || \ [L]_2$) shall be used for different executions. The different data strings can be obtained through including different information related to the derived keying materials. Examples of different information include
   - $Label$, if the keying materials are derived for different purposes;
   - identities in $Context$, if the keying materials are derived for different sets of entities;
- a nonce in Context, if the nonce is communicated by means of the relying protocol and therefore shared by each entity who derives the keying material; or
- session identifiers, if the keying materials are derived for different sessions.

7.6 Context Binding

Derived keying material should be bound to all relying entities and other information to identify the derived keying material. This is called context binding. In particular, the identity (or identifier, as the term is defined in [1] and [2]) of each entity that will access (meaning derive, hold, use, and/or distribute) any segment of the keying material should be included in the Context string input to the KDF, provided that this information is known by each entity who derives the keying material. Besides identities, other information related to the derived keying material such as session identifiers, sequence numbers, as well as nonce may be included in the Context string, assuming the information can be communicated, for instance, by means of the relying protocol.

Context binding may not necessarily increase the security strength of an application making use of a derived key; however, the binding may provide a way to detect protocol errors – by providing assurance that all parties who (correctly) derive the keying material are aware of who will access it and in which session it will be used. If those parties have different understandings, then they will derive different keying material. When that keying material is used in a protocol, the protocol will likely fail to complete its execution, and therefore, will indicate errors to the participants.
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